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Abstract

The aims of this study are 1) to study the prediction accuracy rate between the two data mining techniques: decision tree and neural network in classifying a group of student academic achievement, 2) to analyze factors affecting academic achievement that contribute to the prediction of students’ academic performance. In this study, the researcher used WEKA open source data mining tool to analyze attributes for predicting undergraduate students’ academic performance in an international program. The data set comprised of 1,600 student records with 22 attributes of students registered between year 2001 and 2011 in a university in Thailand. Preprocessing included attribute importance analysis. The researcher applied the data set to differentiate classifiers (Decision Tree, Neural Network). A cross-validation with 10 folds was used to evaluate the prediction accuracy. An experimental comparison of the performance of the classifiers was also conducted. Results show that the decision tree classifier achieves high accuracy of 85.188%, which is higher than that of neural network classifier by 1.313%.
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Introduction

Data mining is a tool to analyze data from different perspectives and to summarize it into useful information. It has been recognized by many researchers as a key research topic in database systems. Several emerging applications in information technology also call for various data mining techniques to better understand user behavior, to improve the service provided and to increase business opportunities (Chen, Han & Yu 1996). However, these techniques do not generate the same prediction results. In response to such an issue, this research studies the prediction accuracy rate between the two popular data mining techniques: decision tree and neural network in classifying a group of student academic achievement.

Higher education is an important contributor to the development of human resources. However, one of the major problems of students is failure to meet academic requirements to remain in higher education. Many students struggle with a GPA below the required standard. As a result, students may not graduate in a given period of time, and lose potential job opportunities. Each year the number of students who are dropping out of higher education increases. Therefore, this research also aims to investigate the factors that affect the academic achievement of students. This will help faculty advice and assist at-risk students in a timely fashion. The data sample used in this study was a group of undergraduate students in an international program. This analysis uses data mining techniques to classify the data.

Literature review

Theory: Data mining

Data mining (Affendey, Paris, Mustapha, Sulaiman & Muda, 2010) is a process of automatically discovering
useful information in large data repositories. It is an integral part of the Knowledge Discovery in Database (KDD), which is the overall process of converting a series of transformation steps, from data preprocessing to the post-processing of data mining result. Data mining tasks are generally divided into 2 major categories, namely, predictive and descriptive tasks. Predictive modeling refers to the task of building a model for target variable as a function of the explanatory variable. The two types of predictive modeling tasks are classification, which is used for predicting discrete attributes and regression, which is used for predicting continuous target attributes. The goal of both tasks is to create a model that minimizes the error between the predicted and true values of the target variable.

**Classification**

Classification is the process of data management model building that identifies in-group data to illustrate the differences between groups of data and to predict the data that should be in any class. The model used to classify data into determined groups is based on an analysis of the data set. This data set would lead the system to classify data. The end result is a model of learning which can be represented in many forms such as the Classification (IF-THEN) rules, Decision Tree, or Neural Networks. Then the rest of the data, as the actual data, will be drawn to test and compare with those acquired from the model for the accuracy testing. The model will be updated and tested to have a satisfactory level. Later, when new data comes and is plugged into the model, the data can predict grouping by the model.

**Decision trees**

Decision trees present a system using a top-down strategy based on the divide and conquer approach where the major aim is to partition the tree in many subsets mutually exclusive. Each subset of the partition represents a classification sub-problem. A decision tree is a representation of a decision procedure allowing to determine the class of a case. It is composed of three basic elements (Utgoff, 1989):

- Decision nodes specifying the test attributes.
- Edges corresponding to the possible attribute outcomes.
- Leaves named also answer nodes and labeled by a class.

The decision tree classifier is used in two different contexts:

1. Building decision trees where the main objective is to find at each decision node of the tree, the best test attribute that diminishes, as much as possible, the mixture of classes with each subset created by the test.
2. Classification where we start by the root of the decision tree, then we test the attribute specified by this node. The result of this test allows to move down the tree branch relative to the attribute value of the given example. This process will be repeated until a leaf is encountered. So, the case is classified by tracing out a path from the root of the decision tree to one of its leaves (Quinlan, 1990).

**Neural Network**

Neural networks are being applied to an increasing large number of real world problems. Their primary advantage is that they can solve problems that are too complex for conventional technologies; problems that do not have an algorithmic solution or for which an algorithmic solution is too complex to be defined. In general, neural networks are well-suited to problems that people are good at solving, but for which computers generally are not. These problems include pattern recognition and forecasting, which requires the recognition of trends in data. The true power and advantage of neural networks lies in their ability to represent both linear and non-linear relationships and in their ability to learn these relationships directly from the data being modeled. Traditional linear models are simply inadequate when it comes to modeling data that contains non-linear characteristics. The most common neural network model is the multi-layer perceptron (MLP). This type of neural network is known as a supervised network because it requires a desired output in order to learn. The goal of this type of network is to create a model that correctly maps the input to the output using historical data so that the model can then be used to produce the output when the desired output is
unknown. The MLP and many other neural networks learn using an algorithm called backpropagation. With backpropagation, the input data is repeatedly presented to the neural network. With each presentation the output of the neural network is compared to the desired output and an error is computed. This error is then fed back (backpropagated) to the neural network and used to adjust the weights such that the error decreases with each iteration and the neural model gets closer and closer to producing the desired output. This process is known as “training” (Hyndman & Athanasopoulos, 2014).

Related Works

Work by Thai Nghe, Janecek, and Haddawy (2007) have compared two classifiers, Decision Tree and Bayesian Network, to predict students GPA at the end of the third year of undergraduate studies and at the end of the first year of postgraduate from two different institutes. Each data set has 20,492 and 936 complete student records respectively. The results show that the Decision Tree outperformed Bayesian Network in all classes. The accuracy was further improved by using resampling technique, especially for Decision Tree, in all cases of classes. At the same time, resampling was used to reduce misclassification, especially on minority class of imbalanced datasets, because Decision Tree algorithm tends to focus on local optimum. Ian and Eibe (2005) gave a case study that used educational data mining to identify behavior of failing students to warn students at risk before final exam. Romero, Ventura and Garcia (2008) gave another case study of using educational data mining in Moodle course management system. They used each step in data mining process for mining e-learning data. Also, educational data mining used by Polpinij (2002) to predict students’ final grade using data collected from Web based system. Beikzadeh and Delavar (2005) used educational data mining to identify and then enhance educational process in higher educational system which can improve their decision making process. Finally, Waiyamai (2003) used data mining to assist in the development of new curricula, and to help engineering students to select an appropriate major.

In other works, Kotsiantis, Pierrakeas and Pintelas (2003) compared six classification methods (Naive Bayes, Decision Tree, Feed-forward Neural Network, Support Vector Machine, 3-nearest Neighbor and Logistic Regression) to predict drop-outs in the middle of a course. The data set contained demographic data, results of the first writing assignments and participation in group meetings. The data set contained records of 350 students. Their best classifiers, Naive Bayes and Neural Network, were able to predict about 80% of drop-outs. The results also showed that a simple model such as Naive Bayes is able to generalize well on small data sets compared to other methods such as Decision Tree and Nearest Neighbor that require a much larger size of datasets.

Method

To investigate the propositions, two classification algorithms were adopted and compared: the neural network and the C4.5 decision tree algorithm. These two techniques are the most widely-used classification techniques, especially in artificial intelligence (Elouedi, Melloui & Smets, 2000; Fayyad, Piatetsky-Shapiro & Smyth 1996). The classification models were implemented using WEKA 3.7.5 version (Merceon & Yacef, 2005). Series of records of first year undergraduate students who enrolled in the international programs of a private university in the academic years of 2001 to 2011 with 1,600 items and 22 attributes were used for the study. The investigation process consists of three main steps: Data Preprocessing; Attribute Filtering; and Classification Rules (Minaei-Bidgoli, Kashy, Kortemeyer & Punch, 2003).

Data Preprocessing

The student records were still not in a form that could be used in the data mining testing and analysis; therefore, the data needed to be prepared to be in a proper format before using them. The process was divided into various stages: Data Cleaning; Data Selection; and Data Transformation. The records of samples were drawn from many departments; for example, the study performance samples were taken from the Office of Admissions and Records, the number of hours in the extra curricula activities was taken from the Office of the Student Administration, and the number of hours worked was taken from the Finance Department. These data were in the form of several Microsoft Excel files with some duplicate fields. To make it easier to write programs, the researcher restored the data into a form of table using the Oracle Database version 10g Express Edition as shown in Figure 1. The program was developed by Java and SQL language for selecting the
attributes as presented in Figure 2. Then, the researcher recalculated values of the attribute. For example, the researcher recalculated the number of hours worked and the number of hours in the extra curricula activities per semester to per month, and from the hours of study outside classroom per semester to each month for all the studied students.

Next, the researcher collected all data and the Export File from the table records format into the .CSV data file format as shown in Figure 3, to be used in the analysis with the WEKA. The attributes used in research were reduced into only the desired attributes.

Figure 1. The data import from Excel file into the Oracle database
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Figure 2. The development of program through Java language to select desired attributes
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Attribute Filtering

This is the process of screening for the most needed attributes. The working principle of data classification of this study was based on the selected 20 attributes out of the initial 22 attributes as shown in Table 1. The student Identification Number (ID) and semester Grade Point Average (GPA) were left out from the study through this process. The student Identification Number for all students, were either identical or different from each other and did not affect the analysis. Because the semester GPA of the students, was close to Cumulative Grade Point Average (CGPA), the CGPA was selected as the dependent variable in this analysis. If the GPA attribute was included in this study, it would have the most influence in the study and the relationship of other attributes would not be seen.

Classification Rules

Classification of data is a technique for data classification from various feature items through the survey of attributes in the database to distinguish categories which have been defined in advance. The techniques used to categorize the data include the Decision Trees and Neural Network techniques.

A Decision Tree is a tree-shaped structure that represents sets of decisions (Connolly, Begg & Strachan, 1999). These decisions generate rules for the classification of a dataset. Trees develop arbitrary accuracy and use validation data sets to avoid spurious detail. They are easy to understand and to modify. Moreover, the tree representative is more explicit, and has easy-to-understand rules for each cluster of student's performance. The classes in the Decision Tree are cluster IDs obtained in the first step of the method. The Decision Tree represents the knowledge in the form of IF-THEN rules. Each rule can be created for each path from the root to a leaf. The leaf node holds the class prediction.

The C4.5 is an algorithm used to generate a Decision Tree developed by Ross Quinlan. The C4.5 is an extension of Quinlan’s earlier ID3 algorithm. It employs a “divide and conquer” strategy and uses the concept of information entropy. The general algorithm for building Decision Trees is: (Quinlan, 1992)

- If all cases are of the same class, the tree is a leaf and so the leaf is returned labeled with this class;
- For each attribute, calculate the potential information provided by a test on the attribute (based on the probabilities of each case having a particular value for the attribute). Also calculate the gain in
information that would result from a test on the attribute (based on the probabilities of each case with a particular value for the attribute of a particular class)

- Depending on the current selection criterion, find the best attribute to branch on.

A multilayer perceptron (Hagan & Menhaj, 1994) is a Feed forward Artificial Neural Network model that maps sets of input data onto a set of appropriate output. It is a modification of the standard linear perceptron in that it uses three or more layers of neurons (nodes) with nonlinear activation functions and is more powerful than the perceptron in that it can distinguish data that is not linearly separable, or separable by a hyper plane. MLP networks are general-purpose, flexible, nonlinear models consisting of a number of units organized into multiple layers. The complexity of the MLP network can be changed by varying the number of layers and the number of units in each layer. Given enough hidden units and enough data, it has been shown that MLPs can approximate virtually any function to any desired accuracy.

**Table 1.** All variables in the student database

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td></td>
<td>student’s identification</td>
</tr>
<tr>
<td>Gender</td>
<td>binary</td>
<td>student’s gender (female or male)</td>
</tr>
<tr>
<td>Status</td>
<td>nominal</td>
<td>student’s status (single, married, divorced)</td>
</tr>
<tr>
<td>Age</td>
<td>numeric</td>
<td>student’s age (1:&lt; 18 years, 2: 18-25 years, 3: 26-30 years, 4: 31-40 years, 5: &gt; 40 years)</td>
</tr>
<tr>
<td>Continent</td>
<td>nominal</td>
<td>Continent (Asia, America, Europe, Africa)</td>
</tr>
<tr>
<td>School_Ed</td>
<td>nominal</td>
<td>Educational background (BA, College, Diploma, High School, MA)</td>
</tr>
<tr>
<td>Qualification</td>
<td>numeric</td>
<td>Student’s qualification (1-General, 2-Vocational)</td>
</tr>
<tr>
<td>Father_Occ</td>
<td>numeric</td>
<td>Father’s occupation (1-Government, 2-Private, 3-Business, 4-other)</td>
</tr>
<tr>
<td>Mother_Occ</td>
<td>numeric</td>
<td>Mother’s occupation (1- Government, 2- Private, 3-Business, 4- Other)</td>
</tr>
<tr>
<td>Scholarship</td>
<td>numeric</td>
<td>Get a scholarship (25%, 50%, 75%, 100%)</td>
</tr>
<tr>
<td>Dorm</td>
<td>binary</td>
<td>On-campus residence (yes or no)</td>
</tr>
<tr>
<td>ESL</td>
<td>binary</td>
<td>Pre-University English ESL (yes or no)</td>
</tr>
<tr>
<td>Dept</td>
<td>numeric</td>
<td>Department (from 1 – 10)</td>
</tr>
<tr>
<td>NativeEng</td>
<td>binary</td>
<td>Native English speaker (yes or no)</td>
</tr>
<tr>
<td>G.P.A</td>
<td>numeric</td>
<td>Grade Point Average (&lt; 2.00, 2.00-2.49, 2.50- 2.99, 3.00-3.49, &gt; 3.50)</td>
</tr>
<tr>
<td>Attribute</td>
<td>Type</td>
<td>Description</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>C.G.P.A</td>
<td>numeric</td>
<td>Cumulative Grade Point Average (&lt; 2.00, 2.00-2.49, 2.50-2.99, 3.00-3.49, &gt; 3.50)</td>
</tr>
<tr>
<td>Major_CGPA</td>
<td>numeric</td>
<td>Grade Point Average of major subject(&lt; 2.00, 2.00-2.49, 2.50-2.99, 3.00-3.49, &gt; 3.50)</td>
</tr>
<tr>
<td>Credits</td>
<td>numeric</td>
<td>Number of credits (from 1 – lowest to 3 – highest)</td>
</tr>
<tr>
<td>NumCourse</td>
<td>numeric</td>
<td>Extra-curricular subject (from 1 – lowest to 3 – highest)</td>
</tr>
<tr>
<td>Learning_Center</td>
<td>numeric</td>
<td>Extra study hour (from 1 – lowest to 5 – highest)</td>
</tr>
<tr>
<td>Work_Hour</td>
<td>numeric</td>
<td>Work hour (from 1 – lowest to 5 – highest)</td>
</tr>
<tr>
<td>Activity_Hour</td>
<td>numeric</td>
<td>Work activity (from 1 – lowest to 5 – highest)</td>
</tr>
</tbody>
</table>

Model Building

For the data classification format determinant for the Training Set and the set of data format to use in testing the validity of the Testing Set, the researcher used the classification technique of Cross-validation Fold: 10 (Romero, Ventura & Garcia, 2008). This method divided the data into 10 sets and at each time of study, one data set was used for testing and the remaining nine sets were used to develop the model. The testing was repeated to cover the 10 series data set. Then, the study was tested several times by adjusting the values, choosing the Correct Value, and comparing the Precision Value and the Recall Value to have the most appropriate value to be used for the model.

Model Evaluation

To create a rule of Decision Trees to use as a model, the researcher selected the technique of Decision Rules: PART by selecting rules with a clear condition: not too many or too few rules: rules that can be easily understood: and the appropriate Correct Value, Precision Value and Recall Value. However, whenever there were too many rules, the researcher used the pruning method to reduce the classification errors caused by outliers, and then compared the tested results with the Neural Network method from the Correct Value, Precision Value, and Recall Value.

Result

The results of the analysis show the Decision Tree Model had an accuracy rate of 85.188% while the Neural Network Model had an accuracy rate of 83.875%. The result suggests that the Decision Tree Model is more accurate than the Neural Network Model. Further results reveal the factors that affect academic achievement of students are as follows:

1. The number of hours worked per semester;
2. An additional English course;
3. The number of credits enrolled per semester;
4. Status of students such as single, married, or divorced.
The results from the test created 13 rules. Following are examples of these rules:

\[
\text{WorkHr}_5 = \text{High: Risk} \ (320.0/12.0) \\
\text{WorkHr}_5 = \text{Low AND} \\
\text{Credit} = 12-15 \text{ credits AND} \\
\text{Mother}_\text{Occ} = \text{Other: Not Risk} \ (65.0/7.0) \\
\text{ActivityHr}_5 = \text{Medium: Risk} \ (9.0/2.0) \\
\text{ESL} = \text{No AND} \\
\text{Credit} = 12-15 \text{ credits: Not Risk} \ (290.0/50.0) \\
\text{NumCourse} = \text{Low AND} \\
\text{Continent} = \text{Asia AND} \\
\text{Age} = \text{18-25 years AND} \\
\text{ActivityHr}_5 = \text{Low AND} \\
\text{WorkHr}_5 = \text{Medium: Risk} \ (14.0/3.0) \\
\text{Credit} = 12-15 \text{ credits AND} \\
\text{ESL} = \text{No AND} \\
\text{ActivityHr}_5 = \text{Lowest AND} \\
\text{Status} = \text{Single AND} \\
\text{School}_\text{ed} = \text{High School AND} \\
\text{Dorm} = \text{Yes: Not Risk} \ (82.0/21.0) \\
\text{WorkHr}_5 = \text{Lowest AND} \\
\text{NumCourse} = \text{Low: Not Risk} \ (139.0/39.0) \\
\text{Credit} = <12 \text{ credits AND} \\
\text{Gender} = \text{Male AND} \\
\text{Status} = \text{Single: Risk} \ (95.0/18.0) \\
\text{ESL} = \text{No AND} \\
\text{Credit} = >15 \text{ credits: Not Risk} \ (109.0/9.0) \\
\]

Table 2. Performance comparison between Decision Tree and Neural Network models

<table>
<thead>
<tr>
<th>Performance Measures</th>
<th>J48 (C4.5)</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly Classified Instances (%)</td>
<td>85.188</td>
<td>83.875</td>
</tr>
<tr>
<td>Incorrectly Classified Instances (%)</td>
<td>14.812</td>
<td>16.125</td>
</tr>
<tr>
<td>Precision</td>
<td>0.852</td>
<td>0.838</td>
</tr>
<tr>
<td>Recall</td>
<td>0.852</td>
<td>0.838</td>
</tr>
</tbody>
</table>

Table 2 shows performance comparison between the Decision Tree and the Neural Network models. When comparing the Precision Value and the Recall Value of the 2 models, the Decision Tree model generates the Precision Value of 0.852. This represents the number of found class and a prediction accuracy of 85.2% when compared to the number of whole classes from the database. It is in line with the Recall Value of 0.852 which also means the number of found class and a prediction accuracy of 85.2% when compared to the number of whole classes from the database. On the other hand, the Neural Network model generates the Precision Value of 0.838 or 83.8% and the Recall Value of 0.838 or 83.8%. The results reveal that the Decision Tree Model gives more accurate prediction than the Neural Network Model.

When comparing the Precision and Recall values of the Decision Tree Model, the results are equal at 0.852 or 85.2%, while the Precision and Recall values of the Neural Network Model are also equal at 0.838 or
83.8%. The results show the accuracy of prediction when compared to the found classes and all classes in the database. The percentages of accuracy are equal.

Conclusion and future work

After classifying the academic achievement of undergraduate students registered in the International Program using the Decision Tree and Neural Network techniques, it can be concluded that the Decision Tree technique has better accuracy of data classification for this data set.

The analysis of important factors for grouping students could be concluded as follows:

Firstly, most of the students who do not have risk of low academic achievement are the students who have never studied additional English courses. This group of students had a good grasp of English proficiency before entering the university. This is why they did not need to take additional English courses to improve their English skill. They are single, work few hours per semester, and register for 12-15 credits per semester.

Secondly, most of the students who have risk of low academic achievement are the students who study additional English courses. The result shows that this group of students did not have good foundation of English proficiency before entering the university. This is why they needed to take additional English courses to improve their English skills. Many of them are either married or divorced. They work at a moderate to high number of hours per semester. They register for either less than 12 credits per semester (students are not allowed to register more than 12 credits if the CGPA is low) or more than 15 credits per semester (students are allowed to register more than 15 credits if the CGPA is high).

There were several limitations to the study and any future study should expand to look at some of the following issues. Firstly, the results from the data analysis from the data mining method are only the important factors affecting student achievement. Each factor has a different significant value. Thus, the grouping of students who are at risk or not at risk, and other factors or elements should be considered as well. Secondly, the model can be improved to be applicable to analyze the risk level of students, and find ways to advise and assist the at-risk students. Thirdly, the research analyzed only data from students registered in the international program of the undergraduate level. Future investigation should expand this study in applying this method to other study programs.

There are some recommendations to the institution studied. Firstly, there should be a system to record important student information accurately and completely. Lastly, there should be a central database to store the information of all students.
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